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Abstract

Distribution regression has recently attracted much interest as a generic solution to the problem of supervised learning where labels are available at the group level, rather than at the individual level. Current approaches, however, do not propagate the uncertainty in observations due to sampling variability in the groups. This effectively assumes that small and large groups are estimated equally well, and should have equal weight in the final regression. We construct a Bayesian distribution regression formalism that accounts for this uncertainty, improving the robustness and performance of the model when group sizes vary. We can obtain MAP estimates for some models with backpropagation, while the full propagation of uncertainty requires MCMC-based inference. We demonstrate our approach on an illustrative toy dataset as well as a challenging age prediction problem.

1 Introduction

Distribution regression is the problem of learning a regression function from samples of a distribution to a single set-level label. For example, we might infer the sentiment of sentences or paragraphs based on word features, predict the label of an image based on small patches, or even perform traditional parametric statistical inference by learning a function from sets of samples to the parameter values. Recent years have seen many wide-ranging applications of this framework, including inferring summary statistics in Approximate Bayesian Computation [10], estimating Expectation Propagation messages [7], predicting the aggregate voting behaviour of demographic groups [3, 5], and learning the total mass of dark matter halos from observable galaxy velocities [13, 14].

One appealing approach to the distribution regression problem [11, 20, 21, 3, 7, 9, 10] is to represent the input set of samples by their kernel mean embedding, a point in a reproducing kernel Hilbert space, and then apply standard kernel methods. In this framework, however, each distribution is simply represented by its empirical mean embedding, ignoring that large sample sets are understood much more precisely than small ones. Most studies also use point estimates for the regression function.

We propose a set of Bayesian approaches to distribution regression. We build on the recently proposed Bayesian nonparametric prior over kernel mean embeddings [4] to account for uncertainty in the kernel mean embeddings, and then use a sparse representation of the desired function in the RKHS for prediction in the regression model. For this model, we use MAP estimation of the non-conjugate parameters. Bayesian linear regression instead accounts for uncertainty in the regression model. Finally, we can combine the treatment of the two sources of uncertainty into a fully Bayesian model, combining both source of uncertainty, and use Hamiltonian Monte Carlo for efficient inference. Depending on the setting, each approach may be useful.

*These authors contributed equally.
This short paper gives a necessarily abbreviated account. For a more complete treatment, we encourage the interested reader to consult the full version at arxiv.org/abs/1705.04293

2 Background

2.1 Problem overview

In distribution regression, we wish to map probability distributions to labels. The challenge of distribution regression goes beyond the standard supervised learning setting: we do not have access to exact input-output pairs since the true inputs, complex probability distributions, are observed only through samples from that distribution. Our observations are structured as:

\[
\left(\{x_j^1\}_{j=1}^{N_1}, y_1\right), \ldots, \left(\{x_j^n\}_{j=1}^{N_n}, y_n\right),
\]

so that each bag \(\{x_j^i\}_{j=1}^{N_i}\) has a label \(y_i\) along with \(N_i\) individual observations \(x_j^i \in \mathcal{X}\). We assume that the observations \(\{x_j^i\}_{j=1}^{N_i}\) are i.i.d. samples from some unobserved distribution \(P_i\), and that the true label \(y_i\) depends only on \(P_i\). We wish to avoid making strong parametric assumptions on \(P_i\). We assume the labels \(y_j\) are real-valued; the full paper shows an extension to binary classification.

The standard approach to distribution regression relies on kernel mean embeddings and kernel ridge regression. We assume we have a positive definite kernel \(k : \mathcal{X} \times \mathcal{X} \to \mathbb{R}\), whose corresponding reproducing kernel Hilbert space (RKHS) we call \(\mathcal{H}_k\). The kernel mean embedding of a probability measure \(P\) on \(\mathcal{X}\), which exists at least when \(k\) is bounded, is

\[
\mu_P = \int k(\cdot, x) \, P(dx) \in \mathcal{H}_k.
\]

Notice that \(\mu_P\) serves as a (likely infinite-dimensional) vectorial representation of \(P\). For so-called characteristic kernels [18], every probability measure has a unique embedding.

2.2 Estimating mean embeddings

For a set of samples \(\{x_j\}_{j=1}^n\) drawn iid from \(P\), the empirical estimator of \(\mu_P\) is given by

\[
\hat{\mu}_P = \mu_P \approx \int k(\cdot, x) \, \hat{P}(dx) = \frac{1}{n} \sum_{j=1}^n k(\cdot, x_j).
\]

This is the standard estimator used by previous distribution regression approaches. But [3] is an empirical mean estimator in a high- or infinite-dimensional space, and is thus subject to the well-known Stein phenomenon, so that its performance is dominated by the James-Stein shrinkage estimators. Indeed, Muandet et al. [12] studied shrinkage estimators for mean embeddings, which can substantially improve performance in some settings [16].

Flaxman et al. [4] proposed a Bayesian analogue of shrinkage estimators, which we now review. This approach consists of (1) a Gaussian Process prior \(\mu_P \sim GP(m_0, r(\cdot, \cdot))\) on \(\mathcal{H}_k\), where \(r\) is selected to ensure that \(\mu_P \in \mathcal{H}_k\) almost surely [11] and (2) a normal likelihood \(\hat{\mu}_P(x) \mid \mu_P(x) \sim \mathcal{N}(\mu_P(x), \Sigma)\). Conjunctivity of the prior and the likelihood leads to the Gaussian process posterior on the true embedding \(\mu_P\) given the “observed” empirical embedding \(\hat{\mu}_P\) at a given set of locations \(x\) where the embeddings are evaluated; see [4]. The posterior mean is then essentially identical to a particular shrinkage estimator of [12], but we also gain a closed form uncertainty estimate.

This model accounts for the uncertainty in the number of samples \(N_i\), shrinking the embeddings for small sample sizes more. We will see this is essential in the context of distribution regression, particularly when training set sizes are imbalanced.

2.3 Standard approaches to distribution regression

Following Szabó et al. [20], assume that the probability distributions \(P_i\) are each drawn randomly from some unknown meta-distribution over probability distributions, and take a two-stage approach:

\footnotetext{[1]For our Gaussian kernel, we can either choose \(r = k\), which almost gives this property, or choose \(r\) as a convolution of \(k\); see the full paper for details.
we first use the empirical kernel mean estimator \( \mu_h \) to separately estimate the mean of each group. Next, we use kernel ridge regression \( [17] \) to learn a function \( f \):

\[
\hat{f} = \arg\min_{f \in \mathcal{H}_K} \sum_i (y_i - f(\hat{\mu}_i))^2 + \lambda \| f \|^2_{\mathcal{H}_K},
\]

where \( K \) represents a second-level kernel \( K : \mathcal{H}_K \times \mathcal{H}_K \to \mathbb{R} \). This can be simply implemented using the kernel trick \([11]\). For even modestly-sized datasets, however, this can be quite expensive: the kernel matrix over distributions has \( \mathcal{O}(n^2) \) entries, but entry \((i, j)\) takes time \( \mathcal{O}(N_i N_j) \) to compute. Many applications have thus approximated \( \mathcal{H}_K \) with random Fourier features \([15]\).

We take a simpler approach here and use landmark points drawn randomly from the observations, effectively yielding radial basis networks \([2]\) with a mean pooling operation. Specifically, our base model is the following: we select landmark points \( u = \{u_i\}_{i=1}^d \). Each point \( x_j^i \in \mathbb{R}^p \) is mapped to

\[
\phi(x_j^i) = [k(x_j^i, u_1), \ldots, k(x_j^i, u_d)]^T \in \mathbb{R}^d.
\]

We then estimate the mean embedding \( \hat{\mu}_i = \frac{1}{N_i} \sum_{j=1}^{N_i} \phi(x_j^i) \) for each bag in a minibatch, and then obtain real-valued labels as \( \hat{y}_i = \beta^T \hat{\mu}_i + b \) for regression weights \( \beta \) and intercept \( b \). We use mean squared error as the loss function, and learn with the Adam optimizer \([8]\). We regularise with early stopping on a validation set, as well as an explicit \( L_2 \) penalty corresponding to a normal prior on \( \beta \).

3 Bayesian models

We propose three different Bayesian models, with each model encoding different types of uncertainty.

3.1 Mean shrinkage pooling model

A shortcoming of the standard approach is that it ignores uncertainty in the first level of estimation due to varying number of samples in each bag. Ideally, we would estimate not just the mean embedding per bag, but also a measure of the sample variance, in order to propagate this information regarding uncertainty from the bag size through. Bayesian tools provide a natural framework for this problem.

We can use the Bayesian nonparametric prior over kernel mean embeddings \([4] \) described in Section \([2.2] \) and `observe` the empirical embeddings at the landmark points \( u_i \) (chosen at random from the dataset, or via k-means). Using a Gaussian process prior \( \mu_i \sim \mathcal{GP}(m_0, \eta \rho(\cdot, \cdot)) \) and a covariance of \( \Sigma \) in the likelihood gives us a closed form posterior Gaussian process, whose evaluation at points \( h = \{h_s\}_{s=1}^d \) is:

\[
\mu_i(h) | x_i \sim \mathcal{N} \left( R_h (R + \Sigma/h_i)_i^{-1} (\hat{\mu}_i - m_0) + m_0, R_{hh} - R_h (R + \Sigma/h_i)_i^{-1} R_h^T \right) \quad (4)
\]

where \( R_{st} = \eta \rho(u_s, u_t), (R_{hh})_{st} = \eta \rho(h_s, h_t), (R_{hs})_{st} = \eta \rho(h_s, u_t), \) and \( x_i \) denotes the set \( \{x_j^i\}_{j=1}^{N_i} \). We take the prior mean \( m_0 \) to be the mean of \( \hat{\mu}_i \); when \( K \) is linear, this corresponds to shrinking predictions towards the mean prediction. Smaller \( \eta \) corresponds to stronger shrinkage towards \( m_0 \). We take \( \Sigma \) to be the mean of the empirical covariances of \( \{ \phi(x_j^i) \}_{j=1}^{N_i} \).

Motivated by the representer theorem, we use a regression function of the form \( f = \sum_{s=1}^{n_s} \alpha_s k(\cdot, z_s) \), with each \( z_s \in \mathbb{R}^d \) a landmark point. Thus \( y_i | \mu_i, \alpha \sim \mathcal{N} (\alpha^T \mu_i(z), \sigma^2) \), where \( \mu_i(z) = [\mu_i(z_1), \ldots, \mu_i(z_s)]^T \). For fixed \( \alpha \), the predictive distribution (taking \( m_0 = 0 \) for simplicity) is:

\[
y_i | x_i, \alpha \sim \mathcal{N} (\alpha^T R_{xz} (R + \Sigma/h_i)_i^{-1} \hat{\mu}_i, \alpha^T (R_{zz} - R_{xz} (R + \Sigma/h_i)_i^{-1} R_{xz}^T) \alpha + \sigma^2).
\]

Taking a prior \( \alpha \sim \mathcal{N}(0, \rho^2 K_z^{-1}) \), we can easily learn a MAP estimate for \( \alpha, \sigma, \eta \), and potentially \( z \) or any parameters of \( k \) via backpropagation, while maintaining the full account of uncertainty for \( \mu_i \).

3.2 Bayesian linear regression model

An alternative approach is to encode uncertainty over the regression parameters \( \beta \) only:

\[
\beta \sim \mathcal{N}(0, \rho^2 I) \quad y_i | x_i, \beta \sim \mathcal{N}(\beta^T \hat{\mu}_i, \sigma^2),
\]

obtaining Bayesian linear regression over empirical mean embeddings. Here we work directly with our finite-dimensional approximation \( \hat{\mu}_i \). We can easily find \( y_i | x_i \), and use backpropagation on the marginal log-likelihood [see e.g. \([1]\) to learn \( \sigma, \rho \), and any kernel parameters. This model provides uncertainty over the regression function, but ignores uncertainty in mean embeddings.
3.3 Bayesian distribution regression

From a modelling perspective, it is natural to combine the two Bayesian approaches above, fully propagating uncertainty in estimation of the mean embedding and of the regression coefficients $\alpha$. Unfortunately, conjugate Bayesian inference is no longer available. Thus, we consider a Markov chain Monte Carlo (MCMC) sampling based approach, using Hamiltonian Monte Carlo (HMC) for efficient inference. Whereas inference above used gradient descent to maximise the marginal likelihood, here we use automatic differentiation to calculate the gradient of the joint log-likelihood and follow this gradient as we perform sampling over the parameters we wish to infer. We can still exploit the conjugacy of the mean shrinkage layer, obtaining closed form expressions for the posterior over the mean embeddings. Conditional on the mean embeddings, we have a Bayesian linear regression model with parameters $\beta$ which we sample with HMC, specifically NUTS \cite{2017arXiv170104300S,10.5555/2809259.2809463}.

4 Numerical experiments

We consider the following toy problem:

$$y_j \sim \text{Uniform}(4, 8) \quad \left[ x_j^i \right]_{i, j} \sim \frac{1}{y_j} \left[ \Gamma \left( \frac{y_j}{2}, \frac{1}{2} \right) \right] \text{ with } \ell = 1, \ldots, 5.$$

Each dataset has 25% bags with $N_i = 20$, and 25% with $N_i = 100$; the remainder have some portion with $N_i = 5$ and the remainder with $N_i = 1000$. Figure 1 shows predictive negative log-likelihood and mean squared error results for the various models, as well as the performance of the Bayes-optimal predictor and the best data-independent predictor for context. We can see that shrinkage and the full-uncertainty model significantly outperform BLR and the baseline model, both in predictive likelihoods and in mean squared error.

The long version of the paper also demonstrates a case where, with larger bag sizes and adding additional noise to the problem, Bayesian linear regression outperforms shrinkage. The full-uncertainty model still performs best.

In the full paper, we also consider a real problem where we observe multiple images of a single person and attempt to predict their mean age. Using a deep kernel defined by a pretrained neural network, we see in this case that shrinkage, and the full uncertainty model, yield better predictions and better uncertainty estimates than baselines.

5 Conclusion

We have provided a method for accounting for uncertainty in the observation of distributions within distribution regression methods. We expect that powerful future distribution regression approaches will need to incorporate this aspect of uncertainty, and that our methods provide a strong and generic building block for doing so.
References


